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Abstract 
 

Statisticians play critical roles in various fields of study that deal with data and decision 
making in the face of uncertainty. The rise of recent ‘Data Science’ offer exceptional 
opportunity to Statisticians because of the universal relevance of statistical methods in the 
interpretation of data. However, there are some challenges to become an impactful “Data 
Scientist” and/or “Statistician”. The core of this article will be a summary of some recent 
research projects, through which we wish to demonstrate that statistics together with 
information technology makes an essential contribution to the emerging fields of ‘precision 
medicine’ and ‘genomics’ research. Finally, we offer our thoughts on how deep-learning 
methods might best be adapted for data-scarce scenarios to achieve exceptional performance.  
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1. Introduction 

The genetic alphabet – consisting of just four letters A, C, G, and T; forms a simple and 
elegant language by combining redundancy and utility in the genomes. For example, a gene is 
a sentence of sequence of words (for example, exons and introns, like 
“GCTGCTGCAGAA…CTGCCTAGA”, which has a certain biological meaning or function. 
In the most straightforward case, a gene is translated into a specific protein, made of amino 
acids. The information in a gene is organized into three-letter words called codons, 64 possible 
triplets from the 4 genetic letters, which translate into 20 different amino acids and 1 stop 
codon, allowing redundancy. Deciphering the language of DNA for these and other hidden 
instructions in translating the information from DNA to RNA and RNA to protein has been one 
of the ultimate goals of biological research  (Portin, 2014).  Statistical machine learning 
methods and computer systems have played critical role in interpreting the language of DNA 
in the human genome.  
 
2. Deciphering the Language of Protein-coding DNA 
 

In early days of the human genome sequencing phase, most of the gene prediction 
programs ((Zhang, 2002; Davuluri and Zhang, 2003)) have been mainly trained to predict 
coding exons, stretches of gene sequences that get translated into sequence of amino acids 
forming a specific protein. The crux of these programs are statistical models that calculates the 
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probability of a given stretch of DNA is coding exon or not. For example, GenScan (Burge and 
Karlin, 1997) and Genie (Kulp et. al., 1996) use hidden Markov models, Grail (Xu et. al., 1994) 
uses Neural Networks and MZEF applied quadratic discriminant functions. While the gene 
predictions programs were successful in accurately prediction protein-coding exonic regions, 
prediction of gene-promoters and non-coding first exons, remained as a highly complex 
problem and critical gap in gene-prediction for several years during the human genome 
sequencing phase. FirstEF program was developed to identify first exons and promoters by 
scanning human DNA sequences. It operates by finding every potential first splice-donor site 
(using donor QDF – quadratic discriminant function) and promoter (using promoter QDF) and 
then calculating the probability that the intervening sequence is a first exon (using exon QDF). 
The power of FirstEF lies in its ability to identify first exons that are either CpG related or non-
CpG-related, using different sets of classification models. The details of FirstEF algorithm are 
described in Davuluri et al. (Davuluri et. al., 2001) and its application on human genome 
sequences is explained in (Davuluri, 2003). These creative and groundbreaking approaches 
facilitated the prediction and annotation of Pol-II promoters in human and mouse genomes.   

 

 
3. Deciphering the Language of Regulatory DNA 
 

While the genetic code that explains how DNA is translated into proteins is universal, 
the gene regulatory code that determines how and when the genes are expressed varies across 
different cell-types and tissues (Nirenberg et. al., 1965). Over the past decade, Next-Generation 
sequencing (NGS) technologies have accelerated our ability to generate numerous epigenomic 
and transcriptomic datasets (Dunham et. al., 2012). These datasets collectively facilitated 
genome-wide identification of gene regulatory regions in an unprecedented way and unveiled 
the complexity of the human genes and their regulation. The exponential growth of the multi-
omics data, computational analysis of large datasets has become commonplace in the study of 
human biology and disease. 

 
For example, in one of our earlier studies (Gupta et. al., 2010), we trained and tested 

different state-of-art ensemble and meta classification methods for identification of Pol-II 
enriched promoter and Pol-II enriched non-promoter sequences, each of length 500 bp. The 
classification models were trained and tested on a bench-mark dataset, using a set of 39 
different feature variables that are based on chromatin modification signatures and various 
DNA sequence features. The best performing model was implemented in a promoter prediction 
algorithm that was applied on seven published ChIP-seq Pol-II datasets to provide genome 
wide annotation of mouse gene promoters.  
 
Application of statistical methods successfully used in the field of linguistics: Back in 
1990s, assuming nucleic acid sequences as words over the alphabet of nucleotides, 
computational biologists have applied statistical methods borrowed from the field of linguistics 
to show that the DNA indeed has all the features of a human language, ranging from alphabets 
and lexicons to grammar and phonetics (Brendel and Busse, 1984; Head, 1987; Searls, 1992; 
Ji, 1999). Searls, in his pioneering work (Searls, 2002), demonstrated that the sequential 
interpretation of DNA sequence to structure to function could be matched to  the hierarchical 
model of the human language. Furthermore, it was shown that the noncoding DNA sequences 
were more similar to natural languages than the coding regions (Mantegna et. al., 1994). One 
crucial feature of any language is the semantic dependency on the verbal context, which refers 
to the surrounding text of a particular word or sentence of interest. For example, the correct 
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meaning polysemous words, which spell the same but are semantically different, can only be 
inferred by the clues in the context (Peters et. al., 2018). Similarly, in non-coding promoter 
region, a Transcription Factor Binding Site (TFBS) can be target of different transcription 
factors that belong to the same family of proteins. For example, p53 family of proteins (p53, 
p63, p73) share the same central DNA-binding domain structure, which binds as a tetramer to 
consensus response elements (RE) consisting of two decameric palindromic half-site sequences 
(Ethayathulla et. al., 2013; Kearns et. al., 2016). Many studies have suggested that p53 family 
members recognize the same RE sequences while exhibiting selectivity in actual binding 
(Osada et. al., 2005; Lokshin et. al., 2007; Schavolt and Pietenpol, 2007). In this case, the 
conserved binding site sequence is polysemous in that the semantic meaning (whether it is to 
be bound by any isoform of p53, p63 or p73) varies and is hard to determine from the motif 
sequence alone without taking the context into consideration. 
 
Application of traditional machine-learning methods: Computational approaches that 
combine seemingly disparate experimental data have been successful in developing accurate 
classification models. For example, RandomForest (Breiman, 2001) based algorithms have 
been receiving increased attention in the data-science field as a means of variable selection in 
many classification tasks in computational biology, including the selection of a subset of 
genetic markers (Lunetta et. al., 2004; Bureau et. al., 2005) and genes in microarray data 
analysis (Cutler and Stevens, 2006; Pang et. al., 2006) relevant for the prediction of a certain 
disease.  
 

We have earlier used an integrative modeling approach that combines CART (Breiman, 
1984) and RandomForest to classify different Estrogen Receptor alpha (ER) responsive 
promoters (Cheng et. al., 2006) and SMAD target promoters (Qin et. al., 2009) with reasonably 
good classification accuracy and reduced instability (Qin et. al., 2009).  Although the main 
goal in classification is to build a model with minimal mis-classification error in cross-
validation, in these applications we were equally interested in identifying TFBSs as highly 
important discriminating variables, between different groups of promoter sequences. One of 
the main goals of our analyses is to select potential TFBS from a large feature space (>1,000) 
in order to build binary classifiers. RandomForest algorithm generates internal estimates of the 
decrease in the classifier’s overall accuracy if that particular variable was not used in building 
the classifier. Thus, variables (TFBSs in this case) with larger importance measures can be 
deemed to have more power in discriminating different groups. 
 

This integrative microarray data-analyses and statistical modeling approach facilitated 
the prediction of which proteins work with estrogen to contribute to breast cancer development. 
The computational predictions in this study indicated that the interaction of estrogen with one 
of seven different partner proteins determines whether the gene is activated or suppressed in 
breast cancer cells. This was a noteworthy machine-learning methodology breakthrough 
because it allowed integrative analysis of big datasets, often consisting of expression, 
chromatin landscaping data and TF-binding information for thousands of genomic loci, for 
predicting groups of TFBS (known as cis-regulatory modules – CRMs), which then could be 
validated by more traditional experimental biology techniques. In addition, this novel 
computational methodology has been applied in several other subsequent studies within our 
group and outside for integrative analysis of transcriptome and genome data.  
 
 
Application of deep-learning methods: In recent years, many computational tools have been 
developed by successfully applying deep learning techniques on genomic sequence data to 
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study the individual aspects of cis-regulatory landscapes, including DNA-protein interactions 
(Alipanahi et. al., 2015), chromatin accessibility (Kelley et. al., 2016), non-coding variants 
(Zhou and Troyanskaya, 2015). Most methods adopted Convolutional Neural Network (CNN)-
based architecture (Zou et. al., 2019). Other tools focus on the sequential characteristic of DNA 
and attempt to capture the state dependency using Recurrent Neural Network (RNN)-based 
models, such as Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) and 
Gated Recurrent Units (GRU) (Cho et. al., 2014) networks. Several hybrid methods were also 
proposed to integrate the two model architectures (Hassanzadeh and Wang, 2016; Quang and 
Xie, 2016; Shen et. al., 2018). To better model gene regulatory elements in non-coding DNA, 
an ideal computational model should (i) globally take all the contextual information into 
account to understand polysemous CREs; (ii) develop generic understanding transferable to 
various tasks; (iii) generalize well when labeled data is limited. However, both CNN and RNN 
architectures fail to satisfy these requirements (Bengio et. al., 2013; LeCun et. al., 2015). CNN 
is usually unable to capture long-range semantic dependency due to the limited filter size. RNN 
models (LSTM, GRU), although able to learn long-term dependency, greatly suffer from 
vanishing gradient and low-efficiency problem when it sequentially processes all past states 
and compresses contextual information into a bottleneck with long input sequences. In 
addition, a significant challenge is that most existing prediction models require massive 
amounts of labeled data, resulting in limited performance and applicability in data-scarce 
scenarios. 
 
 Both CNN and RNN network architectures have their intrinsic limitations in terms of 
understanding whole genome as a language. Gene regulatory components separated by 
hundreds or even thousands of nucleotides are often found to coordinate together, which 
suggests the existence of distant semantic relationship within contexts. However, CNN is 
usually unable to capture such long-range semantic dependency, as its capability to extract 
features is limited by the size of the sliding kernels. In other words, CNN can effectively learn 
the local features but is not efficient at understanding the sequential relationship between these 
segments. LSTM and GRU, in contrast, specialize in modeling time-series data and are 
effective at capturing the dependency. Nonetheless, a major limitation of RNN is the difficulty 
for parallelized computation, since sequential information at time t is intrinsically dependent 
upon completion of all past states. This greatly limits the efficiency of training large RNN-
based models with many blocks/layers. A combination of CNN and RNN still cannot bypass 
the sequential processing problem of RNN and is, therefore, also suboptimal when the model 
size gets large. 
 

 In essence, the goal for any deep learning model is to find a good distributed 
representation of input that is best suited for the downstream tasks (e.g. classification) (Bengio 
et. al., 2013; LeCun et. al., 2015). In NLP, such representation is often called embeddings, 
which are low-dimensional numeric vector representations of words or sentences that allows 
for arithmetic operations (Mikolov et. al., 2013b). Ng (Ng, 2017) developed dna2vec as an 
initial method in 2017 based on the popular word2vec model (Mikolov et. al., 2013a), which 
computes word embeddings of variable-length k-mers of input DNA sequence with a skip-
gram model architecture. Essentially, each k-length fragment of input sequence will be 
considered as a ‘word’ and converted into a dense vector representation, by predicting the 
words immediately surrounding it. However, one major drawback of such embedding obtained 
is that the resulting representation will be context-independent (Peters et. al., 2018). Two 
subsequences “ATGCCA” will always have same vector representation, whereas in reality they 
may mean different things. Same limitation applies to representations learned by CNN models, 
which are also not contextual (Yan and Guo, 2019). Even for RNN models, it becomes difficult 
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for the model to compress information from all previous states into a “bottleneck” when the 
input sequence gets long (Bahdanau et. al., 2014). 

 

To more properly train a model that can develop contextual embedding, attention 
mechanism was proposed so that the model should not put equal weights on everything it 
learned (Bahdanau et. al., 2014; Yang et. al., 2016). Instead, it should learn to “attend to” the 
important parts by properly forming a context vector, which is essentially a weighted sum of 
all hidden states from the encoder (Bahdanau et. al., 2014). The weights, or attention, measures 
the alignment between the output and every encoder-hidden state. After its initial success in 
machine translation, attention mechanism became widely applied in various types of tasks, 
including image captioning (Xu et. al., 2015), speech recognition (Chorowski et. al., 2015) and 
others. Recently, attention-based networks are also applied in bioinformatics for predicting 
enhancer-promoter interaction (Mao et. al., 2017; Hong et. al., 2020). However, most of 
attention networks developed typically rely on use of a RNN-based architecture, which is 
subjected to the drawback mentioned above (Vaswani et. al., 2017).  

 

In order to address the limitations listed above, a new type of model that simultaneously 
possesses the strengths of both CNN and RNN and is capable of developing contextual 
embedding via attention mechanisms is necessary. 
 
Adaptation of BERT for genome sequence prediction tasks: The advent of the Bidirectional 
Encoder Representation Transformer (BERT) model lead the NLP research to a new era by 
introducing a paradigm of pre-training and fine-tuning. Major technical innovation of BERT is 
bidirectional training of Transformer model, a popular attention model to language modelling 
(Vaswani et. al., 2017). This is in contrast to previous methods, which looked at a text sequence 
either from left to right or combined left-to-right and right-to-left training. It was shown that 
bi-directionally trained language models superior performance by capturing deeper 
understanding of language context and flow than single-direction language models (Devlin et. 
al., 2018). BERT enables effective use of unlabeled text by proposing novel pre-training tasks; 
masked language modeling and next sentence prediction. The tasks guide a model to learn 
contextualized representations of words and relationship between sentences. Models are first 
pre-trained on a massive amount of unlabeled data to learn the general rules and relationships; 
and then fine-tuned on task-specific labeled data to learn to perform specific classification 
tasks. 
 
 Based on promising results in NLP research, we hypothesized that pre-trained 
transformer-based neural network model offer a promising, and yet not fully explored, deep 
learning approach for a variety of sequence prediction tasks in the analysis of non-coding DNA. 
To investigate this, we recently developed a pre-trained bidirectional encoder representation, 
named DNABERT, for global interpretation of genomic sequences based on up and 
downstream nucleotide contexts (Ji et. al., 2021).  DNABERT out-performed most widely used 
programs for genome-wide regulatory elements prediction in accuracy and efficiency. Single 
pre-trained DNABERT model could simultaneously achieve state-of-the-art performance on 
prediction of promoters, splice sites, and transcription factor binding sites, after easy fine-
tuning using small task-specific labelled data. Further, DNABERT enabled direct visualization 
of nucleotide-level importance and semantic relationship within input sequences for better 
interpretability and accurate identification of conserved sequence motifs and functional genetic 
variant candidates. The pre-trained DNABERT with human genome could also be readily 
applied to other organisms with exceptional performance.  
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4. Conclusions 
 

Most of the traditional bioinformatics tools develop the understanding of DNA from 
scratch with task-specific data. As the deep learning models become gradually deeper and 
wider, their demand for data is getting much more intense. Thus, simply relying on labeled data 
is very likely to result in poor performance when dataset size is small. In contrast, BERT-style 
pre-train—fine-tune scheme ingeniously utilizes the massive amount of unlabeled data to gain 
such understanding without the need for any human guidance, while such understanding it 
obtained is easily transferable to various downstream tasks. Therefore, the model can still 
achieve exceptional performance in data-scarce scenarios. Second, in comparison to CNN 
architecture, which only captures local context, Transformer globally capture contextual 
information from the entire input sequence by taking all the representations from the last layer 
as input and performing self-attention on them. With the self-attention mechanism, 
Transformer is not only straightforwardly parallelizable, but also effectively overcomes the 
gradient vanishing problem that RNN-based architectures usually meet. Therefore, BERT style 
modeling is expected to lead to many biological breakthroughs through general understanding 
of DNA by correctly capturing the hidden syntax 

 
In the design of the above mentioned and other successful computational prediction 

programs, combining state-of-the-art statistical pattern recognition methods with 
computational systems design is essential. Additionally, expertise in data-curation and 
computer programing is key in the development of successful algorithms and bioinformatics 
software for solving these and several other challenging problems in mammalian genomics.  
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