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Abstract

It is well known that squared error loss is not robust to outliers. As an alternative,
Huber loss may be used for robust regression; however, Huber loss is not readily amenable
to Bayesian computation. It has been shown that hyperbolic loss can be regarded as an
approximation to Huber loss, and the hyperbolic distribution can be expressed as a scale
mixture of normal distributions, which makes it appealing for Bayesian computation. The
idea of Bayesian Huberized lasso was first proposed by Park and Casella (2008), and was for-
mally developed and implemented by Kawakami and Hashimoto (2023). Since the Bayesian
Huberized lasso cannot shrink regression coefficients to exactly zero, and has lighter tailed
errors than a Cauchy distribution, De and Ghosh (2024) proposed a model that encompasses
both hyperbolic and t-errors, with a mixture prior on regression coefficients consisting of two
parts, a point mass at zero and a continuous distribution, that can shrink coefficients to ex-
actly zero. The approach of De and Ghosh (2024) could be considered as a gold standard for
Bayesian model averaging, but posterior computation with such a point mass mixture prior,
popularly known as the spike and slab prior, can be challenging with many covariates. The
horseshoe prior is known to mimic some of the desirable properties of spike and slab priors,
while being computationally less intensive. Motivated by this attractive property of the
horseshoe prior, in this article we develop an algorithm for Bayesian linear regression with
hyperbolic errors, and horseshoe priors on the regression coefficients. We illustrate using
simulation studies and an analysis of the famous Boston housing dataset, that posterior dis-
tributions under horseshoe priors can capture sparsity better than Bayesian lasso priors. For
moderate dimensional regression problems, the spike and slab prior performs better than the
horseshoe in capturing the sparsity of regression coefficients. However, we find that Markov
chain Monte Carlo (MCMC) algorithms with horseshoe priors have improved mixing, which
suggests that Bayesian shrinkage with the horseshoe prior and its generalizations, such as the
regularized horseshoe prior, could be a promising direction to explore for high dimensional
robust regression.
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1. Introduction

The majority of Bayesian variable selection methods for linear regression have fo-
cused on normal errors, which is a challenging problem in its own right, especially for high
dimensional problems. Since estimates derived under the normality assumption for errors
can be sensitive to outliers, our goal is to robustify the error distribution. The Bayesian
variable selection method for linear regression with normal errors can adapt to an unknown
degree of sparsity by placing a prior on the unknown inclusion probability of variables. De
and Ghosh (2024) developed a model with additional flexibility by allowing the likelihood to
simultaneously adapt to an unknown degree of tail heaviness. They focused on the class of
scale mixtures of normal densities for robust error distributions. The availability of the scale
mixture of normal representation of the heavy tailed error models makes it convenient to
implement MCMC sampling algorithms. Let the error distribution have the following form:
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such that F'(.) is a cumulative distribution function (CDF). Then the random error € is said
to follow a scale (or variance) mixture of normals, and F'(.) is called a mixing distribution.
Some popular distributions that can be represented by the scale mixtures of normal rep-
resentation are the hyperbolic, Student-t, Laplace (double exponential), exponential power
etc. (Andrews and Mallows (1974); West (1987); Gneiting (1997)).

In particular, the hyperbolic distribution forms a vital point of attention in this article.
The said distribution has the following probability density function:
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where Ki(.) is a modified Bessel function, n > 0 is the shape parameter regulating the
tail heaviness and p* > 0 is the scale parameter. Gneiting (1997) showed that the above
distribution can be represented as a generalized inverse Gaussian (GIG) scale mixture of
normally distributed random variables, and thus the hyperbolic distribution belongs to the
family of scale mixture of normal distributions, defined in (1). We provide more detail
in Section 2 about this representation. In a regression problem, using a hyperbolic error
model is equivalent to using a hyperbolic loss function. Additionally, the hyperbolic loss has
similarities with the Huber loss (Park and Casella (2008)). The Huber loss is popular for
robust regression in the frequentist literature but it is computationally difficult to handle in
a Bayesian set up. Accordingly, in a Bayesian setting, we focus on the hyperbolic loss as

an alternative to the Huber loss, like previous authors (Park and Casella (2008); Kawakami
and Hashimoto (2023); De and Ghosh (2024)).

Bayesian variable selection with two component mixture priors used by De and Ghosh
(2024) leads to a vast model space, when the number of covariates is large. An alternative
strategy that has been shown to perform favorably is using a continuous shrinkage prior to
replace the mixture priors. For example, the Bayesian lasso (Park and Casella (2008)) is
a continuous shrinkage prior, which has been implemented by Kawakami and Hashimoto
(2023), for regression models with hyperbolic errors. Another well known technique is to use
the Bayesian horseshoe prior (Carvalho et al. (2010), Makalic and Schmidt (2015), Bhadra
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et al. (2017)), which also belongs to the family of continuous shrinkage priors and has
been demonstrated to perform very well for shrinking noise variables to practically zero,
while keeping signals almost intact for the normal means problem. For a p x 1 vector 3 of
regression coefficients, the horseshoe prior is defined as

(B; | Aju 2 0%) BEN(0,027%0%), N M CH(0,1), 7~ CH(0,1), (3)

for j = 1,2,...,p, where p? is the scale of the error distribution, and CT(0, 1) represents the
standard half-Cauchy distribution with the density function
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In the context of regression models with heavy tailed errors, the horseshoe prior has been
utilized by Hamura et al. (2022). However, the focus of their paper is on super-heavy tailed
error distributions, in comparison to which even the Student-¢ distribution is regarded as
a thin tailed distribution. Hamura et al. (2022) considered the horseshoe prior for illustra-
tion for some applications, but most of the paper focuses on multivariate normal priors for
regression coefficients. In contrast, this article focuses on hyperbolic errors as a proxy to
the Huberized loss function. The main question of interest that we try to investigate is how
methods based on horseshoe priors compare with those based on lasso, and spike and slab
priors, under varying levels of sparsity.

The article is organized as follows. In Section 2, we introduce the hyperbolic distri-
bution and horseshoe priors, and develop an algorithm for posterior computation. In Section
3 we conduct simulation studies with the true model having hyperbolic errors, and compare
the results of the posterior estimates from the horseshoe prior versus the spike and slab prior
(De and Ghosh (2024)) and the Bayesian lasso prior (Kawakami and Hashimoto (2023)).
In Section 4, we analyze the famous Boston housing data with the three aforementioned
priors, after adding noise variables to the original dataset. Finally, in Section 5, we provide
a summary of the results, and discuss some future directions.

2. Hyperbolic error model with horseshoe prior

Let Y, X and 3 denote the n x 1 vector of response variables, the n X p design matrix,
and the p x 1 vector of regression coefficients, respectively. We consider a regression model

Y = X0 + ¢, (4)

where € = (€1, ..., ¢,)T is the nx 1 vector of errors, such that ¢; e pu(eisn, p?),i=1,2,...,n,
where pp,(.;n, p?) is the hyperbolic density with parameters n and p* defined in (2). Park
and Casella (2008) showed that the normal scale-mixture representation by Gneiting (1997)
leads to the representation of (4) in a computationally convenient form as

Y |B,0i,03,...,062 ~ N(XB,D), (5)
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where D = diag(c?,03,...,02), and N(X3, D) denotes the multivariate normal distribu-
tion with mean and variance covariance matrix as X8 and D, respectively. The diagonal
elements of D have independent GIG distributions. Marginalizing out these scale param-
eters will yield a likelihood with independent hyperbolic errors with the form given in (2).
The aforementioned normal scale-mixture representation of the hyperbolic error model is
an important computational trick for developing a Gibbs sampling algorithm for posterior

computation in our subsequent Bayesian analysis.

A Bayesian approach requires putting suitable priors on all unknown parameters. For
the above model, this requires putting priors on the vector of regression coefficients, 3, as
well as on the two other model parameters, namely, 7 and p?, which correspond to the error
distribution. In this article, our goal is to use the horseshoe prior on regression coefficients
in conjunction with an hyperbolic error model. To that end, we use the following hierarchi-
cal representation of the horseshoe prior in (3), proposed by Makalic and Schmidt (2015),
which facilitates posterior computation via Gibbs sampling. In particular, this hierarchical
representation leads to closed form full conditional distributions for all unknown parameters,
which is a crucial step for the subsequent Bayesian analysis.
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The hierarchical prior structure in (7) is equivalent to the horseshoe prior in (3) on the
regression coefficients, upon marginalization over v;’s (j = 1,2,...,p) and . As far as the
scale parameter p? and the shape parameter 7 of the error density are concerned, we put the
following priors:
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To reduce ambiguity about different forms of parametrizations, we have directly specified
the probability density function (pdf) or probability mass function (pmf) in the above prior
specification. In particular, we have specified a conditional normal prior on the regression
coefficients, inverse gamma priors on the scale parameters, and a discrete uniform prior on
the tail heaviness parameter 1. The full conditional distributions corresponding to the above
priors lead to standard distributions from which sampling is straightforward. We use Gibbs
sampling to approximately sample from the joint posterior distribution.
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3. Simulation study

In this section, we generate data from models with hyperbolic errors, and compare
the performances of posterior distributions under the horseshoe, lasso, and spike and slab
priors. We consider two cases as follows.

3.1. Sparse true model

We first consider an example with n = 100 observations and p = 15 (excluding the
intercept). We generate the errors from a hyperbolic distribution with n = 0.5 and p? = 2.
We set the intercept equal to 2 and specify a relatively sparse model with 5 nonzero regres-
sion coefficients, all equal to 3. We generate 100 datasets from this model. We set the priors
and hyperparameters for lasso and spike and slab priors following De and Ghosh (2024),
denoted by them as HBL (Bayesian Huberized lasso) and HEM (hyperbolic error model),
respectively. For the priors proposed by us in this article, given in (7) and (8), we use the
same hyperparameters for the tail heaviness and scale parameters, n and p?, respectively, as
the other two priors. In particular, we standardize the response variables and each column
of the design matrix, to have mean and standard deviation equal to 0 and 1, respectively.
We set a = 2.1 and b = 0.1 for the hyperparameters of the inverse gamma prior on p?,
to have most of the prior mass between 0 and 1. This choice is not unreasonable as the
response variables have been standardized to have variance equal to 1. For the tail heaviness
parameter 7, we specify the support points as {0.05,0.1,0.2,0.3,...,1,2,5,10,20,50}, fol-
lowing De and Ghosh (2024), to have a wide range of tail heaviness parameters. We run the
MCMC algorithms for 100,000 iterations, after a burnin of 10,000 iterations. We estimate
the regression coefficients using posterior medians of the MCMC samples.

The results are summarized in Figures 1 and 2. The top left panel in Figure 1 shows
the root mean squared error (RMSE) for signals (nonzero regression coefficients, excluding
the intercept term), that is

Zp: (53' - Bj)2/57
F20

where BAj is the estimate of 3;, j = 1,...p, and there are 5 nonzero regression coefficients.
This RMSE is similar for the horseshoe and lasso, and somewhat better for the spike and
slab prior. The top right panel shows the RMSE for 10 noise variables (zero regression
coefficients), that is
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This is where the spike and slab prior shines, and the horseshoe is significantly better than
the lasso, though not as good as the spike and slab prior. The bottom left panel shows the
overall RMSE in estimating all regression coefficients (including the intercept fy), given by

Ji(ﬂj —5) [+ 1),
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The bottom right panel shows the overall RMSE for each method, relative to the RMSE of
the method that has the smallest RMSE for that dataset. The relative RMSE for the spike
and slab prior is concentrated around 1, which shows it is the best method overall, followed
by the horseshoe, which also seems significantly better than the lasso prior.

Figure 2 shows the effective sample size (ESS), for the MCMC samples of the regres-
sion coefficients. ESS can be used to quantify the mixing in the Markov chain, and larger
values are preferable. For example, for independent Monte Carlo sampling, the values of ESS
would be equal to 100,000, the actual Monte Carlo sample size. For both signals and noise
variables, the lasso has the largest ESS, followed by the horseshoe, and the spike and slab
priors. Spike and slab priors are known to have slow mixing, so the results are in agreement
with this well known fact.

3.2. Non-sparse true model

We next turn to a non-sparse data generating model, with many nonzero regression
coefficients. The spike and slab and horseshoe priors are not expected to have as much
of an advantage over lasso, in this set up, as they had enjoyed in the previous sparse set
up. Here we set n = 200 observations and p = 30. We set the intercept equal to 2 as
earlier, and specify a non-sparse model with 20 nonzero regression coefficients, all equal to
0.8. Everything else is specified as in the earlier simulation study.

The results are presented in Figures 3 and 4. The advantage of the horseshoe prior
over the lasso prior disappears in this example, and while the spike and slab prior seems to
be the best overall from the bottom right panel in Figure 3, its gains over the other methods
is much reduced in this example. This is expected, due to the relatively non-sparse nature
of this example. Figure 4 shows that lasso still has the largest values of ESS for both signals
and noise variables. Thus this example illustrates scenarios where the lasso prior could be
preferable, compared to spike and slab and horseshoe priors.

4. Application to boston housing dataset

We use the Boston housing dataset, available from the MASS package in R. This dataset
is known to be heavy tailed compared to a normal distribution, and has been extensively
used as a benchmark dataset in the literature, to illustrate the performance of methods
in robust regression. The dataset has n = 506 observations and p = 13 covariates. The
response variable is the median value of occupied homes in Boston, and the covariates are
crime rate, property tax, distance to Boston employment centers, access to highways etc.
We use a log transformation on the response variable, so that the distribution of residuals is
roughly symmetric.

A preliminary frequentist linear regression analysis with the usual assumption of
normal errors shows that most of the variables have significant p-values; or in other words,
the vector of regression coefficients is not sparse. We have illustrated in the second example
of the simulation study, that spike and slab and horseshoe priors are are not expected to
have much of an advantage in such non-sparse scenarios. To make the application more
interesting, we add 30 noise variables, generated from a normal distribution with mean 0
and standard deviation 1, to the original dataset, to have a total of p = 43 covariates.
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Figure 1: Results for simulation study under sparse true model with p = 15 and
n = 100. Box plots in the top panel show the root mean squared error (RMSE)
corresponding to spike and slab (SS), horseshoe (H), and lasso (L) priors for 100
datasets, for signals and noise variables respectively. Box plots in the bottom
left panel show the overall RMSE in estimating all the regression coefficients,
including the intercept. Box plots in the bottom right panel show the overall
RMSE relative to the RMSE of the best method; values of relative RMSE close
to 1 indicate that the method is frequently the best.
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Figure 2: Results for simulation study under sparse true model with p = 15 and
n = 100. Box plots show the effective sample size (ESS) of the MCMC samples for
the regression coefficients, corresponding to spike and slab (SS), horseshoe (H),
and lasso (L) priors for 100 datasets, for signals and noise variables respectively.

We randomly choose 50% of the observations to include in a training dataset, and use the
remaining 50% as a test dataset, to evaluate out of sample predictive performance of the
methods with different priors. To reduce sensitivity of the results to a specific choice of
training and test data split, we repeat the process 100 times, to create 100 different training
and test datasets.

We evaluate the predictive performance using both point and interval estimates. For
point estimate for prediction, we use the median of the posterior predictive distribution. For
each of the 253 observations in a test dataset, we compute the absolute difference between
the observed value of the response variable and its predicted value (both on log scale), and
then compute the median of these differences, which we refer to as Median absolute deviation
(MAD) for prediction. For 100 test datasets, we get 100 values of MAD. For each test dataset,
the method with the smallest MAD is deemed to have the best MAD, and the MAD for
the other methods are compared relative to the best MAD. This is repeated 100 times, and
presented in the left panel of Figure 5. If a method has values close to 1, that indicates the
method has the smallest MAD frequently. The difference between the methods based on
different priors is not large, but overall, the spike and slab prior seems to be the best with
smallest values of MAD, followed by the horseshoe, and then by the lasso prior. We next
consider interval estimates for prediction by estimating 90% equal-tailed prediction intervals
for each observation in the test datasets. The resulting frequentist coverage of the prediction
intervals is shown in the right panel of Figure 5. All methods seem to have coverage close to
90%, shown by the dashed line, though there is some variability around 90%. The diamond
in each box plot shows the overall coverage across 100 test datasets, which seems fairly close
to 90%.

5. Discussion

In this article, we have introduced an algorithm based on the horseshoe prior, for
robust regression with hyperbolic errors, as an alternative to existing methods that rely on
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Figure 3: Results for simulation study under non-sparse true model with p = 30
and n = 200. Box plots in the top panel show the root mean squared error
(RMSE) corresponding to spike and slab (SS), horseshoe (H), and lasso (L)
priors for 100 datasets, for signals and noise variables respectively. Box plots in
the bottom left panel show the overall RMSE in estimating all the regression
coefficients, including the intercept. Box plots in the bottom right panel show
the overall RMSE relative to the RMSE of the best method; values of relative
RMSE close to 1 indicate that the method is frequently the best.
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Figure 4: Results for simulation study under non-sparse true model with p = 30
and n = 200. Box plots show the effective sample size (ESS) of the MCMC
samples for the regression coefficients, corresponding to spike and slab (SS),
horseshoe (H), and lasso (L) priors for 100 datasets, for signals and noise vari-
ables respectively.
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Figure 5: Results for the Boston housing dataset, after adding 30 noise variables
to the original dataset with p = 13 covariates. Box plots in the left panel show the
median absolute deviation (MAD) for out of sample prediction, corresponding to
spike and slab (SS), horseshoe (H), and lasso (L) priors relative to the method
with the least MAD for that dataset, for 100 test datasets. The right panel
shows the corresponding coverage for 90% prediction intervals; the dashed line
is at 0.9 and the diamonds represent the overall mean coverage over 100 test
datasets.
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the spike and slab or lasso priors. Our results based on simulation studies suggest that the
horseshoe prior can improve upon the lasso prior in estimating sparsity. The horseshoe prior
seems to be outperformed by the spike and slab prior, in terms of accuracy in recovering
true parameters, for moderate dimensional problems that we investigated in this article.

We found that the mixing in the Markov chain for the horseshoe prior is consistently
better than that of spike and slab priors. It is well known that posterior computation
for Bayesian variable selection with spike and slab priors, does not scale well with high
dimensions. So for large p, the horseshoe prior could offer an alternative approach, given
its improved mixing. For hyperbolic regression, we found computation under the horseshoe
prior to be somewhat unstable for large p, due to having to invert large p X p matrices.
Further investigation is needed regarding how to make the computation more stable. One
possible direction is using the regularized horseshoe prior of Piironen and Vehtari (2017).
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