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Abstract 
 

 This paper considers the problem of estimation of population mean when the population 

median of the study variable is known. Two classes of mean estimators when using information 

on median of the study variable have been proposed. The expressions for the biases and mean 

squared errors have been derived up to the first order of approximation. The proposed estimators 

are compared theoretically with the mean per unit estimator, usual ratio and regression estimators 

and also with the Bahl and Tuteja (1991), Srivastava (1967), Reddy (1974) and Subramani 

(2016) estimators. The theoretical findings are validated through some numerical examples as 

well. It has been shown that proposed estimators perform better than the competing estimators.   

 

Key words: Study variable, Bias, Ratio estimator, Mean squared error, Simple random sampling, 

Efficiency 

______________________________________________________________________________ 
 

1.  Introduction  
 

 A common approach to parameter estimation is to pick the corresponding sample 

statistics. It is expected that such estimators will have the desirable properties a good estimator 

should have. One of the most important properties is that the estimator should have minimum 

variance, or minimum mean squared error if it biased. Thus, for estimating population mean, 

most appropriate estimator, in the absence of other information, is the sample mean. Although 

the sample mean is unbiased for population mean, it has reasonably large amount of variation. 

Thus, we search for even biased but more efficient estimators having lesser mean squared error 

as compared to variance of the sample mean. This is achieved through the use of auxiliary 

variable, which is highly correlated with the study variable. But the drawback of auxiliary 

information is that it is collected with additional cost of the survey. Thus, in search of improved 

estimators of population mean, we think of using known population parameters of study variable 

without increasing the cost of the survey. Median is a parameter which is easily available without 

having exact information on every unit of population. In this paper our aim is to search for a 

mean estimator which may be biased but has smaller mean squared errors as compared to the 

commonly known mean estimators. This is usually done using additional information either on 

any parameter of the study variable or using an auxiliary variable which is strongly correlated 
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with the study variable. We assume the situations where the population mean is unknown but the 

population median of study variable is known.  

 

Let the finite population under consideration consist of N distinct and identifiable units 

and let ni yx ii ...,,2,1),,(   be a bivariate sample of size n taken from (X, Y) using a simple 

random sampling without replacement (SRSWOR) scheme. Here Y is our study variable and X is 

an auxiliary variable. Let X and Y respectively be the population means, and x  and y  be the 

corresponding sample means.  

 

Let us consider two interesting examples given by Subramani (2016) where population 

mean is estimated using information on the population median of the study variable. Although 

the median is not known, it can be easily guessed from the given data. The tables have been used 

with permission of the author.  

 

Example 1: These concerns the estimation of body mass index (BMI) of the 350 patients in a 

hospital based on a small simple random sample without replacement. 
 

Table1: Body mass index of 350 patients in a hospital 

Category BMI range – kg/m2  Number of  

patients  

Cumulative 

total 

Very severely underweight  less than 15  15  15  

Severely underweight  from 15.0 to 16.0  35  50  

Underweight  from 16.0 to 18.5  67  117  

Normal (healthy weight)  from 18.5 to 25  92  209  

Overweight  from 25 to 30  47  256  

Obese Class I (Moderately obese)  from 30 to 35  52  308  

Obese Class II (Severely obese)  from 35 to 40  27  335  

Obese Class III (Very severely 

obese)  

over 40  15  350  

                Total 350 350 

 The median value will be between 18.5 and 25. One may assume that the population 

median of the BMI is approximately 21.75. 

 

Example 2: This concerns the problem of estimating the blood pressure of the 202 patients in a 

hospital using the information given in Table 2 below. 
 

Table 2: Blood pressure of 202 patients in a hospital 

Category  Systolic, mmHg  Number of  

patients  

Cumulative No.  

of patients  

Hypotension  < 90  10  10  

Desired  90–119  112  122  

Pre-hypertension  120–139  40  162  

Stage 1 Hypertension  140–159  20  182  

Stage 2 Hypertension  160–179  13  195  

Hypertensive Emergency  ≥ 180  7  202  

                                                                              Total 202 202 
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 The median value will be between 90 and 119. One may assume the population median to 

be approximately 104.5. 

 

2.  Review of Existing Estimators 
 

 The most commonly used estimator of population meanY  is the mean per unit estimator, 

the sample mean y , given by 
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 Cochran (1940) utilized a positively correlated auxiliary variable and proposed the 

following ratio estimator 

x

X
yt 1 . 

                  (3) 

 Cochran (1940) showed that it is a biased estimator of population mean and he derived 

the expressions for bias and mean squared error, up to the first order of approximation, given 

respectively by 
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 Watson (1937) proposed the usual linear regression estimator of population mean given 

by,  

 )(2 xXyt yx   ,                           (6) 

where yx is the regression coefficient of Y on X. 

 

 He showed that it is an unbiased estimator of population mean. The variance of the above 

estimator, up to the first order of approximation, is given by, 
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 Bahl and Tuteja (1991) utilized a positively correlated auxiliary variable and proposed 

the following exponential ratio type estimator of population mean, 
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 It is a biased estimator and the bias and the mean squared error of this estimator, up to the 

first order of approximation, are given respectively by  
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 Srivastava (1967) proposed the following generalized type estimator of population mean,  
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 It is a biased estimator and the bias and the mean squared error of this estimator, up to the 

first order of approximation, are given respectively by 
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 The minimum value of bias and )( 4tMSE for optimum value of 2

xyx CC are 

respectively given by 
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 Reddy (1974) proposed the following class of ratio type estimators of population mean,  
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 It is a biased estimator and the bias and the mean squared error of this estimator, up to the 

first order of approximation are given respectively by 

 ][
1

)( 22

5 yxx CCY
n

f
tB  


 and  ]2[

1
)( 2222

5 yxxy CCCY
n

f
tMSE  


 .  

                         

 The optimum value of the characterizing scalar is given by 
2

xyx CC . The estimator is 

unbiased for this optimum value of   and the minimum MSE is given by 
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 Subramani (2016) utilized the population median of the study variable and proposed the 

following ratio estimator of population mean of the study variable  
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 The bias and the mean squared error respectively of the above estimator, up to the first 

order of approximation, are given by 
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 For the study of the modified ratio type estimators of population mean of the study 

variable, one may refer to Abid et al. (2016), Subramani (2013), Subramani and 

Kumarapandiyan (2012, 2013), Tailor and Sharma (2009), Yan and Tian (2010), Yadav et al. 

(2014, 2015), and Yadav et al. (2016). 

 

3.  Proposed Estimators 
 

 Motivated by Srivastava (1967), Reddy (1974) and Subramani (2016), we propose two 

classes of ratio type estimators of population mean using the information on population median 

of the study variable.  
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where   is a characterizing scalar to be determined such that the mean squared error of the 

proposed estimator is minimum.  

 

 To study the properties of the proposed estimators, the following approximations have 
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 Using the above approximations, 
1pt can be expressed as 
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 Expanding the second term of above equation, and retaining terms up to the first order of 

approximations, we get, 
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 Taking expectation on both sides and putting the values of various expectations, we can 

get the bias of the estimator
1pt , up to the first order of approximation, as given by 
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 Squaring on both sides of (19) and taking expectation, we get the approximate mean 

squared error of 
1pt as given by 
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 Putting the values of various expectations, we have 
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 The corresponding bias and mean squared error of 
1pt respectively are, 
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 Similarly the bias and mean squared error respectively of the other estimator
2pt , up to the 

first order of approximation, are given by, 
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 The MSE is minimum for  2

mymopt CC , and the corresponding bias and mean squared 

error of 
2pt are respectively given by 
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 It is worth noticing that the minimum mean squared errors of both classes of estimators 

are same, up to the first order of approximation but the expressions for biases of both the 

proposed estimators are different. We denote this common minimum mean square error 

by )(min ptMSE .  

 

4.  Estimator with Estimated Optimum̂  
 

 For situation when values of ymC and mC  or their good guessed values are not available, 
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 After simplification and up to the first order of approximation, we have  
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 From equation (20), putting the value of ̂  in (26) in terms of sei ' , up to the first order 

of approximation, we have 
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 Taking expectations on both sides of above equation and putting values of different 

expectations, we get bias of )(1 ept as, 
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 Squaring on both sides of (27), retaining the terms in sei ' up to second order and taking 

expectations, we get the MSE of )(1 ept as, 
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 Putting values of different expectations in above equation, we have 
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which is same as mean square error of 
1pt for the optimum opt , that is, the estimator )(1 ept  based 

on estimated optimum ̂  attains the same mean square error as that of the estimator 
1pt  based on 

optimum opt . Same is true for 
2pt as well. 

 

5.  Efficiency Comparison  
 

 In this section the proposed classes of estimators are compared theoretically with other 

estimators of population mean considered here and the conditions under which the proposed 

estimators perform better.  

 From equation (23) and equation (2), we have 
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 Thus we can see that the proposed estimators are always better than the usual mean per 

unit estimator of population mean. 
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 From equation (23) and equation (5), we have 
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 From equation (23) and equation (7), we have 
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 From equation (23) and equation (9), we have, 
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 From equation (23) and equation (12), we have, 
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 Under the same conditions, proposed estimators are also better than Reddy (1974) 

estimator of population mean using auxiliary information.  

 

 From equation (23) and equation (16), we have, 
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6.  Numerical Study 
 

 To validate the theoretical findings, we have considered two natural populations given in 

Mukhopadhyay (2005) and Koutsoyiannis (1977). In Population 1, the study variable is the 

quantity of raw materials in lakhs of bales, and the number of laborers is the auxiliary variable, 

in thousands, for 20 jute mills. Population 2 represents amount of rent in dollars (as study 

variable) and number of rooms in the house (as auxiliary variable) in 20 houses of an area in 

London. Table 3 present the parameter values along with various constants. Table 4 presents 

biases of various estimators, and Table 5 presents mean squared errors of some of the existing 

estimators and the proposed estimators.  Percentage relative efficiencies are presented in Table 6.   
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Table 3: Parameter values and various constants for the three populations 

Parameter Population 1  Population 2  

N  20 20 

 n  5 5 

n

N C  15504 15504 

Y  41.5 15.35 

M  40.0552 14.5 

M  40.5 14.9 

X  441.95 3.05 

6R  1.0247 1.03 

2

yC  0.008338 0.05299 

2

xC  0.007845     0.24300 

2

mC  0.006606     0.04876 

ymC  0.005394 0.04920 

yxC  0.005275 0.1015 

yx  0.6522 0.8900 

ym  0.8154 0.9700 

Table 4: Bias of various estimators 

Estimator Population 1  Population 2  

1t  0.1067 0.3259 

3t  0.0019 0.0930 

4t  0.0054 0.2336 

5t  0 0 

 6t  0.5061 0.4111 

1pt  0.3743 0.3590 

2pt  ‒0.3474 0.4148 

Table 5: Mean squared error of various estimators 

Estimator Population 1 Population 2  

0t  2.1500 1.8732 

1t  1.4000 1.2899 

2t  1.2400 0.3760 

3t  1.3000 0.4345 

4t  1.2400 0.3760 

5t  1.2400 0.3760 

6t  1.0900 0.1195 

21
, pp tt  0.9800 0.1187 
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 From Table 4, it may be noted that there is less absolute bias with the proposed 

estimator
2pt as compared to 

1pt  

Table 6: PRE of the proposed estimator 
1pt or 

2pt  with respect to existing estimators 

Estimator Population 1  Population-2 

0t  219.3878 1578.1000 

 1t  151.0204 1086.7000 

2t  126.5306 316.7600 

3t  132.6531 366.0500 

4t  126.5306 316.7600 

5t  126.5306 316.7600 

6t  111.2245 100.6700 

 

7.  Results and Conclusion  
 

 In the present study we have proposed two classes of population mean estimators 

utilizing the information on population median of the study variable itself. The expressions for 

the bias and mean squared error for both the classes of estimators have been obtained up to the 

first order of approximation. The optimum values of the characterizing scalars which minimize 

the mean squared error of the proposed classes of estimators are obtained. For these optimum 

values of the constants, the minimum values of the mean squared errors of the proposed 

estimators are also obtained. The proposed estimators are compared with the existing estimators 

under simple random sampling scheme. The conditions under which the proposed estimators 

perform better than other existing estimators have also been given. It can be seen from Table 5 

that the proposed classes of estimators have smaller mean squared error compared to other 

mentioned competing estimators. It is worth noting that the Subramani (2016) estimator and the 

proposed estimators, both of which make use of information on known population median of 

study variable, perform better than other estimators. But the proposed estimators perform slightly 

better than the Subramani (2016) estimators for these populations. For other populations where m 

and M differ significantly, the gains may be better. For highly skewed populations, use of 

population median may provide even more extensive gains. It may be noticed that while the two 

proposed classes of estimators have same minimum mean squared error, up to first order of 

approximation, biases of proposed estimators are not same. For the populations we have used 

here, absolute bias for proposed estimator
2pt is smaller as compared to

1pt . 
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