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Abstract

Orthogonal saturated factorial designs are useful for screening a few important factors
from many. Independent effect estimates can be normalized to have common variance but,
with no independent estimate of variability, tests are based on the comparison of larger esti-
mates to smaller ones under an assumption of effect sparsity. Early methods of analysis were
proposed by Daniel (1959) and Birnbaum (1959), and subsequent work by Zahn (1975ab)
rekindled interest in the problem. They each suggested methods to be applied iteratively,
but justifications are generally empirical.

Analytical results establishing control of error rates remain limited. Voss (1988, 1999),
Holm, Mark, and Adolfsson (2005), and Voss and Wang (2006a) provided a class of closed
step-down tests shown to be of family-wise size-a, utilizing the order statistics of the normal-
ized estimates or the corresponding sums of squares. These are non-iterative tests, utilizing
the effect estimates as k order statistics, comparing the ith largest estimate to a critical
value based on the distribution of the i¢th largest of k estimates. However, the step-down
tests would be more powerful if conducted iteratively—namely, testing the effect with the
1th largest estimate using a critical value based on the largest of ¢ estimates, rather than the
1th largest of k estimates. Iterative tests also require the tabulation of fewer critical values.

In this paper, simulations are used to support the conjecture that certain iterative step-
down tests for analysis of orthogonal saturated designs do strongly control the family-wise
error rate. Some insight is also garnered to guide efforts for an analytical proof.

Key words: Closed test; Family-wise error rate; Iterative testing; Screening experiment.

AMS Subject Classifications: Primary 62K15, 62F07, 62F03; secondary 62F35, 62L.10.

1. Introduction

Orthogonal saturated factorial designs are useful for screening a few important factors
from many. Such designs yield independent effect estimates that can be normalized to have
common variance. Such designs provide no independent estimate of variability, but larger
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estimates can be compared to smaller estimates, so a standard premise for the analyses is
an assumption of effect sparsity—mnamely, that only a few of the effects under study are
substantial.

Daniel (1959) introduced the use of half-normal probability plots for the graphical anal-
ysis of the normalized effect estimates, and he proposed a corresponding testing procedure.
Birnbaum (1959) also proposed tests for the analysis of such designs. They each suggested
that their proposed methods be applied iteratively—namely, given k effects and correspond-
ing estimates, if the effect with largest normalized estimate is asserted nonzero, the remaining
k —1 effect estimates are then analyzed as if said largest estimate was never part of the data,
and this process is iterated till the largest remaining estimate is not significantly nonzero.
Zahn (1975ab) proposed and evaluated several variations on the iterative analyses of Daniel
(1959), including revised test statistics and critical values, comparing methods empirically.
His work renewed interest in the analysis of orthogonal saturated factorial designs, but es-
tablishing control of error rates remained an open problem.

Many methods of analysis of orthogonal saturated factorial designs have been proposed
over the years, but most authors have relied on simulation studies to justify the methods.
Progress on analytic justification has been slow, despite long interest in the problem. Voss
(1988) proposed a family-wise size-«v step-down test of the effects based on the order statistics
of the normalized estimates. Subsequently, Voss (1999) provided a rigorous proof that said
test strongly controls the family-wise size of the test, characterizing the procedure as a
closed, step-down test (see Marcus, Peritz, and Gabriel, 1976), the proof utilizing an obscure
stochastic ordering lemma of Alam and Rizvi (1966) and Mahamunulu (1967). Holm, Mark,
and Adolfsson (2005) and Voss and Wang (2006a) also provided step-down tests strongly
controlling error rates. For reviews of methods of analysis of orthogonal factorial designs,
see Hamada and Balakrishnan (1998) and Voss and Wang (2006b).

To make our discussion concrete, consider here the step-down test procedure and statis-
tics utilized by Voss (1988). The test statistics are

ss@/qmse, 1=1,...,k,

for independent, normalized effect estimators 8; ~ N (0;,0), where ss;) = QA(ZZ) are the corre-
sponding order statistics of the sums of squares, and where gmse = >°7_, s5(;)/v is the quasi
mean squared error obtained as the average of the v smallest sums of squares, for specified
V.

For the step-down test proposed by Voss (1988), one asserts 6}, # 0 if 6, = é(j) and
ss@q)/qmse > c(a, i, k) for all i = j, ..., k. In other words, if ssq5) /gmse > c¢(«,15,15), then
the effect corresponding to the largest order statistic §(15) is asserted to be nonzero and one
continues; else one stops. If ss(15)/gmse > c(«,15,15) and ssqa)/gmse > c(a, 14,15), then
one also asserts the effect corresponding to the second-largest order statistic to be nonzero
and one continues; else one stops. The test procedure continues stepping down in this
manner, testing each order statistic’s effect in turn starting with the largest and stepping
down, continuing as long as an assertion is made.
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Voss (1999) showed that the above test procedure is a closed step-down test and strongly
controls the family-wise error rate to be « if one uses critical value ¢(a, i, k) such that

P(SSu/QMSE) > c(a,i, k) = a, (1)

for SSu)/QMSE (i=1,...,k) the order statistics of the test statistics under the complete
null distribution—mnamely, assuming all effects are zero. A test strongly controls the family-
wise error rate to be at most « if the probability of any false assertions is at most « for all
parameter configurations.

However, many authors have proposed that such step-down tests be conducted itera-
tively in the following sense. As the step-down test is conducted, if an effect is asserted to
be nonzero, then the test proceeds as if that effect where never considered. For example,
suppose k = 15 effects are initially analyzed. If the effect with largest absolute estimate
(i.e. corresponding to ss(15)) is asserted nonzero, then one proceeds to test the remaining 14
effects as if there never was a 15th effect, and one iteratively steps down in this way until one
fails to make an assertion. Such is the case if the ith critical value ¢(«, 1, k) is the upper «
quantile of the distribution of SSg;)/QMSE, the ith largest of ¢ order statistics (rather than
the ith largest of k), under the complete null distribution. Call this variation the iterative
step-down test, rather than the closed step-down test. Such an iterative approach conjures
up a sense of statistical magic since, when testing the effect of any estimate smaller than
the largest, one would in essence and reality be ignoring the fact that effects with larger
estimates have already been inferred to be nonzero.

There are two advantages to the iterative step-down test. First, as observed by Voss
(1988), it is more powerful than the closed step-down test, having smaller critical values
after the first. This is not obvious, since the test statistic numerator SS(; and denominator
QM SE are each stochastically larger as a function of ¢ estimators than as a function of k.
However, this seems to be born out in practice. For example, Table 1 contains the critical
values for the closed and iterative step-down tests for k = 15 effects, v = 8, and a = 0.10,
0.05, 0.01, based on 999,999 simulated null samples. The critical values are by definition the
same for the largest estimate, but the critical values for the iterative test are substantially
smaller for testing all remaining estimates. The second advantage of the iterative test is
that fewer critical values need be tabulated, since the iterative test only uses critical values
corresponding to the largest order statistics, whereas the closed test requires critical values
for each order statistic in a sample of size k.

The focus of this paper is the following conjecture, where strong control of the error rate
means control under all effect parameter configurations, assuming the standard assumptions
of normality and homogeneity of error variances.

Iterative step-down test conjecture. The iterative step-down test, using critical values
satisfying equation (1), strongly controls family-wise error rate at the specified level.

A colleague and I have for years sought a rigorous proof of this conjecture, to establish
its statistical magic as a happy reality. Alas, each time we ‘found’ a proof, we subsequently
found a hole in it. While we hope someone will succeed where we have thus far failed, it
is good to believe that what one hopes to prove is or may well be true. The simulation
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Table 1: Critical values for the closed and iterative step-down tests for £ = 15,
v =8, and a = 0.01, 0.05, 0.10

o | Test Type | clb cld cl3 cl2 cll cl0 c9 c8
0.01 closed 151.2 1234 98.13 76.31 56.78 39.79 24.66 6.360
iterative | 151.2 84.28 55.25 37.79 25.87 17.35 10.67 5.002
0.05 closed 81.75 67.22 53.93 42.03 31.60 2242 14.11 5.434
iterative | 81.75 46.80 31.30 21.88 15.40 10.60 6.936 4.054
0.10 closed 60.23 49.51 39.93 31.30 23.65 16.88 10.78 4.907
iterative | 60.23 35.11 23.76 16.83 12.01 8433 5.712 3.631

results presented in this paper strongly support our belief that the iterative step-down test
conjecture is true. A secondary goal is to provide insight that may facilitate analytical proof
of the conjecture.

In each of the simulations presented here, the step-down test statistics of Voss (1988)
were utilized, but with the sharper critical values c(a, 4, 1) of the iterative test. Without loss
of generality, fix ¢ = 1. Thus, pseudo random estimates were generated as 0; = 0; + €, for
¢; pseudo random N (0, 1), with each effect 0; as specified, whether zero, a nonzero constant,
or N(0,0 =5). In each case, the step-down test was stopped if the statistic ss(,)/gmse was
significantly large, even though the closed step-down test if continued would still strongly
control the error rate. All computations were done using the SAS software.

In the simulations, the following events were of interest. Let IA denote the event of an
incorrect assertion—namely, that any effect with mean zero is asserted to be nonzero. Let
MN denote the event that ss()/gmse > c(a, m, k) for s5(,,) the sum of squares corresponding
to the mazimum nonactive effect estimate. This condition is necessary but not sufficient
for an incorrect assertion, since step-down testing may stop sooner, so P(IA) < P(MN).
Hence, in search of an analytic proof, showing P(M N) < a would establish the conjecture
concerning iterative testing. Finally, let P(A) denote the probability of an assertion (correct
or not), and P(C'A) the probability of a correct assertion. Better understanding of the
behavior of these probabilities may help someone prove the iterative step-down conjecture.

In Section 2, consider the common case of 15 estimates, corresponding for example to
analysis of a 215! fraction. For the setting, we ran an extensive simulation involving 100
distinct randomly chosen effect configurations for each number of active (nonzero) effects
from one to seven, plus 100 replications of the null scenario, using family-wise significance
level @ = 0.01. Section 3 contains the results of a similar simulation but using o« = 0.10.
Subsequent sections present simulations with systematically chosen non-null parameter con-
figurations. In Section 4, we consider a small simulation with only five effects and only one
active effect. In Section 5, we revisit the common case of 15 estimates, with from zero to
eight active effects, but systematically varying the values of the active effects over the values
0,3,6,9. The simulation in Section 6 likewise involves 15 estimates, but with from zero to
three active effects with values varying over the values 0.0001, 2, 4, 6, 8. Conclusions are
summarized in Section 7.
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2. Simulation for 15 Effects, with Zero to Seven Random N(0,5) Active Effects,
with a = 0.01

In this section, we present the results of three iterations of an extensive three repli-
cate simulation, including 700 different randomly selected non-null parameter configurations,
providing substantial evidence of the conjecture that the iterative step-down test under con-
siderations does strongly control family-wise error rates.

In particular, consider again the case of 15 estimates, here with from zero to seven active
effects. For each number of active effects 1,2,...,7, we generated 100 random parameter
configurations, where the active effects were independent N (0,0 = 5), yielding 700 distinct
non-null parameter configurations. Also included were 100 replications of the null parameter
configuration, giving 800 cases in total. For each of these 800 cases, 10,000 sets of 15 estimates
were generated by adding a N (0, 1) error to each active or null effect, and the iterative step-
down test was applied to each of the 10,000 sets of estimates set using a = 0.01. In each of
the 800 cases, the 10,000 tests were used to estimate the probability of an incorrect assertion,
P(IA). This same process was replicated three times, using the same 800 cases or parameter
configurations but using different N (0, 1) errors in each replicate, giving three estimates of
P(IA) for each of the 800 cases. The results are as follows.

For each of the 800 cases or parameter configurations, given an estimated value of
P(IA) from each of the three replicates, the minimum of the three values was saved. Only
11 of the 700 non-null parameter configurations yielded min P(IA) > 0.01, compared to
20 false positives in the 100 null cases. Furthermore, of the 11 non-null cases so flagged,
the largest estimate of min P(IA) was only 0.0110. This simulation strongly supports the
truth of the conjecture that iterative application of the step-down test strongly controls the
family-wise error rate.

While the above results seem convincing, one might want further evidence that the
11 (of 700) non-null parameter configurations yielding values of min P(/A) between 0.01
and 0.011 were indeed false positives. To this end, we repeated the above process two
more times, using the same 700 non-null parameter configurations each time, but generating
different random errors. In the second iteration of the simulation, only 13 of the 700 non-null
parameter configurations yielded min P(IA) > 0.01, compared to 17 false positives in the
100 null cases. In the third iteration of the simulation, only 13 of the 700 non-null parameter
configurations yielded min P(/A) > 0.01, compared to 15 false positives in the 100 null
cases. More importantly, while the three iterations respectively flagged 11, 13 and 13 of
700 non-null parameter configurations as having min P(IA) > 0.01, comparing the results
of the three iterations of the three-replicate simulations, none of the 700 non-null parameter
configurations where flagged in all three iterations. In other words, of the 700 randomly
chosen non-null parameter configurations, there was no non-null parameter configuration for
which min P(/A) exceeded a = 0.01 for all three iterations of the simulation.

This simulation concerned the fairly common case of k = 15 effects, with v = 8 effects
to form the denominator and a family-wise test size of & = 0.01. In this case, the simulation
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strongly supports the truth of the conjecture that iterative application of the step-down test
strongly controls the family-wise error rate.

3.  Simulation for 15 Effects, with from Zero to Seven Random N(0,5) Active
Effects, with o = 0.10

The prior section described three iterations of a simulation for £ = 15 effects, using
v = 8 effects to form the denominator, and with @ = 0.01. One may well prefer to use
a larger value of a for a screening experiment and family-wise control of test size. In this
section, we present the results of one iteration of the simulation presented in the prior section,
but with o = 0.10 rather than 0.01. As in the prior section, the simulation includes 700
different randomly selected non-null parameter configurations, plus 100 iterations for the
null parameter configuration. The results for a = 0.10 are as follows.

For each of the 800 cases or parameter configurations, the minimum estimated value
of P(IA) was computed over the three replications. Only 5 of the 700 non-null parameter
configurations yielded min P(1A) > 0.10, compared to 11 false positives in the 100 null cases.
Furthermore, of the 5 non-null cases so flagged, the largest estimate of min P(IA) was only
0.1027, with the other estimates ranging from 0.1002 to 0.1005.

With more false positives (11 out of 100 null cases) than possible true positives (5
out of 700 non-null cases), and given the small estimates of min P(IA) in the prospective
non-null cases, the results are again encouraging for a = 0.10. In short, this simulation also
strongly supports the truth of the conjecture that iterative application of the step-down test
strongly controls the family-wise error rate.

4. A Small Simulation with Five Effects with One Active

In this Section, we consider a small simulation with only five effects (k = 5) and at
most one active effect 6, forming gmse from the v = 3 smallest sums of squares. The values
considered for the ‘active’ effects are 8 = 0,1,...,10, with # = 0 treated as active but
negligible for estimating probabilities. The simulation included 10,000 runs for each value
of 6, using a = 0.10. Simulation results are provided in Table 2.

Table 2: Simulation for £ =5, v =3, = 0.1, and one active effect ¢

P(IA) P(CA) P(A) P(MN)
0.089 0.028 0.100 0.093
0.074  0.060 0.104  0.081
0.068 0156 0.168  0.078
0.077 0308 0310  0.087
0.094 0.501 0.501 0.099
0.096 0.671 0.671 0.097
0.097  0.809 0.809  0.098
0.099 0901 0901  0.099
0.100 0953 0953  0.100
0.097 0981 0981  0.097
0.100 0.993 0.993 0.100
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As noted above, the case with 8 = 0 is treated in the simulation as a non-zero but neg-
ligibly small effect. Since this is in essence the null case, any assertion is really an incorrect
assertion, so it is not surprising that P(A) essentially equals o = 0.10. Not surprisingly,
the results suggest that going from the null case to having one negligible active effect (ap-
proximated by and corresponding to # = 0) causes P(IA) to drop discretely from 0.10 to
0.08909—the value listed for P(IA) in Table 2. One might then anticipate P(IA) being
monotone increasing in 6 for § > 0. Interestingly though, such is not the case. Instead,
P(IA) actually decreases as 6 goes from 0 (i.e. negligible) to 1 to 2, then increases for 6 > 2;
the slight exception when 6 = 9 is probably just simulation error. It is surprising that
P(IA) is not monotone in nonzero §. This lack of monotonicity may be useful in proving
the conjecture, if one can prove concavity, for example. It is perhaps also noteworthy that
the greatest disparity between P(IA) and P(MN) is when 6 is small, 7.e. about 2 or 3.

Note that the probability of an incorrect assertion, P(IA), is at most 0.10 for all
nonzero values of 8, suggesting error rate control, so this simulation supports the iterative
testing conjecture.

5. Simulation for 15 Effects, with Seven or Fewer Active Effects with Values
3, 6 or 9, with a = 0.01

In this Section, we consider the common case of 15 estimates (e.g. corresponding to a
21571 fraction), with from zero to seven active effects, systematically varying the values of the
last seven effects 0y, ..., 05 to have nondecreasing values 0, 3, 6 or 9, yielding 120 distinct
parameter configurations. Any effect with value zero is treated as inactive in estimating
probabilities.

Simulation results are provided in Table 3 (after references). Only a few of the pa-
rameter configurations involving an effect of size three are shown, since P(IA) is well below
« in most such cases, including all cases not displayed. A few general observations are in
order. The probability of making any assertions, P(A), and the probability of making any
correct assertions, P(C'A), are largest when there are a few large effects. The probability of
an incorrect assertion, P(IA), and the probability of the necessary condition for an incorrect
assertion, P(M N), are nearly equal when all active effects are very large, i.e. when all active
effects are highly likely to be asserted to be nonzero. Most importantly for our purposes,
note that the probability of an incorrect assertion, P(IA), never exceeds aw = 0.01 by more
than a negligible amount attributable to simulation error, supporting the conjecture.

6. Simulation for 15 Effects, with Three or Fewer Active Effects with Values
0.0001, 2, 4, 6, or 8, with o = 0.01

In the prior section, it was seen that P(/A) and P(MN) are nearly equal when all
active effects are very large, and that the test had more power when there were a few large
effects. In this section, we examine whether the inclusion of a few small active effects among
only a small number of active effects sheds any light on the relative behavior of P(IA) and
P(MN), in case this helps in the quest for an analytic proof of the conjecture. In particular,
we revisit the common case of 15 estimates, but with from zero to three active effects,
systematically varying the values of the last three effects 63, 614, 615 to have nondecreasing
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values 0.0001, 2, 4, 6, or 8. This yields 56 distinct parameter configurations. Any effect with
value zero is treated as inactive in estimating probabilities.

Simulation results are provided in Table 4 (after references). To save table space, the
results are not shown for any parameter configurations with 63 = 2; these cases all yield
0.003 < P(1A) < 0.007 so are not interesting.

A few general observations are in order. The probability of making any assertions,
P(A), and the probability of making any correct assertions, P(C'A), are largest when there
are a few large effects. Conversely, consider the three parameter configurations when all
active effects are small—mamely, when the active effects consist of one, two or three effects
of size 0.0001. These are close to the complete null case, when all 15 effects are zero, so it
is not surprising that P(A) is approximately « in each case. That said, incorrect assertions
are more likely than correct assertions, since there are simply more null effects.

In examining the behavior of P(IA) and P(MN), perhaps the most interesting obser-
vations is that these can lack monotonicity in the effects. For example, in the cases with
14 null effects, these probabilities decrease as the lone active effect increases from 0.0001 to
2, but then they increase. It seems obvious that the conjecture should be true if all active
effects are either very large or very small. In particular, any very large effects will almost
surely correspond to the largest estimates and almost surely be asserted to be nonzero, af-
ter which the step-down test will proceed as if they were never in the picture; if so, then
large effects shouldn’t cause the size of the iterative step-down test to exceed a. Also, the
estimates of any very small effects will behave like null effect estimates, except asserting any
of them to be active would be correct assertions, so the existence of very small effects may
cause P(IA) to be less than «. In view of this, perhaps an analytic proof of the conjecture
would follow if one could establish that either P(IA) or P(MN) is concave in each nonzero
effect.

7. Concluding Remarks

In the analysis of orthogonal saturated designs, certain closed step-down tests are
known to provide strong family-wise control of error rates. Many authors have proposed
applying such step-down tests iteratively, but it remains an open problem to establish ana-
lytically the conjecture that iterative step-down tests strongly control family-wise error rates.
The various simulations presented in this paper strongly support this conjecture. Then may
also provide some insight that will be helpful in the search for an analytic proof of the con-
jecture. In particular, while the probability of making any incorrect assertions is apparently
largest in the null case and when all active effects are very large, interestingly, this prob-
ability is apparently not monotone in the value of active effects. Simulations suggest that
the behavior of the probability of incorrect assertions may be concave, but clearly it is not
monotone.
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Table 3: Simulation for £ = 15, v = 8, a = 0.01, and up to seven active effects of
size 3, 6 or 9

No. Null [ P(A) P(CA) P(IA) P(MN)
15 0000000 0.0102 0.0000 0.0102 0.0102
14 0000003 0.0791 0.0780 0.0081  0.0083
14 0000006 0.5852 0.5852 0.0099  0.0099
14 0000009 0.9477 0.9477 0.0101  0.0101
13 0000033 0.0891 0.0889 0.0071  0.0076
13 0000036 0.4899 0.4899 0.0078  0.0081
13 0000039 09102 09102 0.0082  0.0084
13 0000066 0.598 0.5986 0.0104  0.0104
13 0000069 09098 0.9098 0.0104 0.0104
13 0000099 09478 0.9478 0.0102  0.0102
12 0000333 00726 0.0725 0.0049  0.0055

12 0000399 0.9043 0.9043 0.0078  0.0082
12 0000666 0.5386 0.5386 0.0094  0.0095
12 0000669 0.8515 0.8515 0.0101  0.0101
12 0000699 0.9031 0.9031 0.0097  0.0097
12 0000999 0.9258 0.9258 0.0100  0.0100

111 0003999 0.8569 0.8569 0.0075  0.0080
11 0006666 0.4408 0.4408 0.0100  0.0102
11 0006669 0.7567 0.7567 0.0099  0.0099
11 0006699 0.8243 0.8243 0.0099  0.0099
11 0006999 0.8531 0.8531 0.0100  0.0100
11 0009999 0.8730 0.8730 0.0104 0.0104

10 0039999 0.7623 0.7623 0.0071  0.0078
10 0066666 0.3137 0.3137 0.0094  0.0096
10 0066669 0.6143 0.6143 0.0101  0.0104
10 0066699 0.6960 0.6960 0.0096  0.0097
10 0066999 0.7321 0.7321  0.0098  0.0099
10 0069999 0.7557 0.7557 0.0095  0.0096
10 0099999 0.7721 0.7721  0.0096  0.0096

0399999 05901 0.5901 0.0062  0.0075

9

9 0666666 0.1789 0.1789 0.0082  0.0097
9 0666669 04178 0.4178 0.0084  0.0095
9 0666699 0.4958 0.4958 0.0099  0.0104
9 0666999 0.5361 0.5361 0.0099  0.0102
9 0669999 0.5658 0.5658 0.0096  0.0098
9 0699999 0.5814 0.5814 0.0094  0.0094
9 0999999 0.5989 0.5989 0.0100  0.0101
8 3999999 0.3261 0.3261 0.0012  0.0070
8 6666666 0.0614 0.0614 0.0004 0.0094
8 6666669 0.1839 0.1839 0.0010 0.0104
8 6666699 0.2340 0.2340 0.0014 0.0101
8 6666999 0.2611 0.2611 0.0018  0.0100
8 6669999 0.2839 0.2839 0.0023  0.0100
8 6699999 0.2995 0.2995 0.0026  0.0096
8 6999999 0.3051 0.3051 0.0030 0.0101
8 9999999 0.3173 0.3173 0.0029  0.0098
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Table 4: Simulation for k£ = 15, v =8, a = 0.01, and up to three active effects of
size 0.0001, 2, 4, 6, or 8

No. Null 013 014 0 P(A) P(CA) P(IA) P(MN)
15 0 0 0 0.0102 0.0000 0.0102 0.0102
14 0 0 0.0001 0.0099 0.0009 0.0094 0.0094
14 0 0 2 0.0257 0.0221 0.0072 0.0074
14 0 0 4 01998 01995 0.0097  0.0098
14 0 0 6 05826 0.5826 0.0100  0.0100
14 0 0 8 08767 0.8767 0.0102 0.0102
13 0  0.0001 0.0001 0.0102 0.0020 0.0094 0.0095
13 0 00001 2 00251 00221 0.0066 0.0069
13 0 00001 4 02007 0.2005 0.0083 0.0085
13 0 00001 6 0581 05811 0.0094 0.0094
13 0 00001 8 08774 08774 0.0094 0.0095
13 0 2 2 0.0293 0.0280 0.0048  0.0052
13 0 2 4 01561 0.1560 0.0065  0.0069
13 0 2 6 05067 0.5067 0.0070  0.0073
13 0 2 8  0.8309 0.8309 0.0073  0.0075
13 0 4 4 02146 0.2146 0.0087  0.0090
13 0 4 6 04970 0.4970 0.0096  0.0099
13 0 4 8 08180 0.8180 0.0098  0.0100
13 0 6 6 05988 0.5988 0.0100  0.0100
13 0 6 8  0.8252 0.8252 0.0101 0.0101
13 0 8 8  0.8831 08831 0.0102 0.0102
12 0.0001 0.0001 0.0001 0.0100 0.0030 0.0085  0.0086
12 0.0001 0.0001 2  0.0264 0.0235 0.0069 0.0071
12 0.0001 0.0001 4 02014 0.2012 0.0080  0.0082
12 0.0001 0.0001 6  0.5810 0.5810 0.0090  0.0090
12 0.0001 0.0001 8  0.8782 0.8782 0.0089  0.0090
12 0.0001 2 2 0.0280 0.0269 0.0049  0.0052
12 0.0001 2 4 01556 0.1555 0.0061  0.0064
12 0.0001 2 6 05055 0.5055 0.0063  0.0066
12 0.0001 2 8  0.828% 0.8288 0.0068 0.0071
12 0.0001 4 4 02182 0.2182 0.0079  0.0082
12 0.0001 4 6 04966 0.4966 0.0091  0.0092
12 0.0001 4 8 08151 0.8151 0.0093  0.0096
12 0.0001 6 6 05976 0.5976 0.0096  0.0096
12 0.0001 6 8  0.8237 0.8237 0.0095 0.0095
12 0.0001 8 8  0.8840 0.8840 0.0098  0.0098
12 4 4 4 01815 0.1815 0.0078  0.0085
12 4 4 6 03991 0.3991 0.0089  0.0092
12 4 4 8  0.7293 0.7293 0.0084  0.0089
12 4 6 6 04879 0.4879 0.0087  0.0089
12 4 6 8  0.738 0.7386 0.0091  0.0093
12 4 8 8  0.8095 0.8095 0.0090 0.0093
12 6 6 6 05384 0.5384 0.0100 0.0101
12 6 6 8  0.7428 0.7428 0.0101  0.0101
12 6 8 8 08109 0.8109 0.0100 0.0101
12 8 8 8  0.8442 08442 0.0102  0.0102




