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Abstract 

A symbolic data set is a combination of symbolic values. The analysis of these 
symbolic values is known as symbolic data analysis. It is an extension of the standard 
classical data analysis where symbolic data tables are used as input and symbolic objects are 
made output as a result. Symbolic data may arise in all branches of science and social science 
after aggregating a base data set over individual entries that together constitute a category of 
interest. This study attempts to bring into notice the use of symbolic data analysis and 
compare its outcome with standard classical data analysis. Different statistical tools have 
been used for comparative analysis of the symbolic and classical data viz. descriptive 
statistics, covariance, and correlation. To apply these statistical tools in both symbolic and 
classical data analysis set up, a well-known Iris flower data set is being used. The outcome of 
the study shows that there is a little difference in the results of descriptive statistics for the 
univariate case between classical data analysis and symbolic data analysis. However, in 
bivariate statistics computation though the directions of the covariance and correlation values 
(i.e. positive or negative) are the same, yet symbolic data analysis gives comparatively lesser 
magnitude values than the classical data analysis. 
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1. Introduction  

When we deal with classical data set that data may be either univariate or bivariate or 
multivariate. In the case of univariate classical data, a single random variable is considered 
(e.g. production of rice). For bivariate data, two random variables (e.g. amount of fertilizer 
and production of wheat) are studied simultaneously in respect of their distribution. Similarly, 
more than two random variables concerning their distributions for a multivariate classical 
data are considered (e.g. monthly information of temperature, rainfall, humidity, etc.). 
Usually, classical data analysis seeks to describe the descriptive statistics and determine the 
reliability of inferential statistics. It is based on the repeatedly measured properties of the 
same objects or only one value per object.  

Statistically, classical data on P random variables are represented by a single point 
(say) in P-dimensional space. For instance, the observed values for the random variable Y = 
(Y1, Y2, …, Yp) for a single individual. This type of data can be analyzed using classical 
techniques for n = 150 observations (say) with P = 30 variables. When the size of n becomes 



 DIPANKA BORA AND HEMANTA SAIKIA [Vol. 20, No. 2 16 

very large (e.g. n = 50000 and P = 90), standard classical analysis can be knotty. Again, 
consider a random variable “Type of Disease (Y)” with Y = {Diabetes, High Blood Pressure, 
Cancer} then a classical response from the respondent could be Y = Diabetes, or Y = High 
Blood Pressure, or Y = Cancer. It can be noticed that each observation consists of only one 
value or data point. Now if a respondent has two diseases say Diabetes and High Blood 
Pressure [i.e.Y= {Diabetes, High Blood Pressure}] then the typical classical data set format 
can’t accommodate this information. In such situations, symbolic data analysis can be ready 
to lend a hand. However, there are two possible issues. The first one is how the data set can 
be prepared to a size that allows analysis to proceed appropriately. The second issue is, to 
attain the first one, it is essential to consider what we want to learn or extract from the given 
data set. Symbolic data may arise in all branches of science and social science (e.g. from 
medical, industry, government experiments, and other data collection pursuits) in a variety of 
different ways. It may arise after aggregating a base data set over individual entries that 
together constitute a category of interest to the researcher (Diday and Fraiture, 2008). 
Furthermore, they may arise as an outcome of aggregating very large data set into a smaller 
manageable sized data set or aggregating into a data set that provides information about 
categories of interest (Diday and Fraiture, 2008). More specifically, we could say that a 
symbolic value typically represents the set of individuals who satisfy the description of the 
associated symbolic concept or category. A symbolic value may include lists, intervals, 
categories and so on. A more elaborate discussion of symbolic values is provided in the 
following section. 

Symbolic data analysis is an extension of standard data analysis where symbolic data 
tables are used as input and symbolic objects are made output as a result. The data units are 
called symbolic since they are more complex than standard ones, as they donot only contain 
values or categories but also include internal variation and structure (Billard and Diday, 
2006). Suppose we have a data set that can be structured like a classical data set. This data 
can be aggregated to a manageable size and categorized with specializing decision to 
construct symbolic data sets. Like classical data, symbolic data set can also have three types 
of variables viz. interval-valued, multi-valued and modal variables. The multi-valued 
variables are the different attributes of the symbolic data set which can have a relation with 
other variables. Suppose for a field experiment on rice, presence and absence of fungal 
disease, and the number of spraying for treatment can be jointly considered as multi-valued 
variables. The interval-valued variable has the maximum and minimum value of the 
observation, where the values of the observation are varied. The modal variables are 
multistate variables with a frequency, probability or weight attached to a specific value in the 
data. Usually, these weights are capacities, creditabilities, necessities or possibilities. 

Now let us explain how a symbolic dataset is created from the classical data set. The 
Table 1 consists of a set of classical data which represents the different varieties of rice along 
with the information of season, production, tillers per hill, duration and grain size.  

As mentioned, a symbolic value may be lists, intervals, categories, etc.; from Table 1, 
the season variable may be considered as a concept to construct a symbolic data set. It could 
be described by considering rice season (i.e. Sali, Ahu, and Bodo) as the concept. The set of 
seasons is the extent and the different characteristics of rice are the intent. Thus, using the 
different seasons of rice as a concept a symbolic data table is constructed (cf. Table 2). In 
Table 2, the variable production, number of tillers, and durations are interval-valued 
variables. For these interval-valued variables, other variables vary within the respective 
symbolic values. Here except grain size, all the variables are quantitative interval-valued 
variables. The variable grain size is qualitative viz. Big or Small. To transform this qualitative 
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variable into symbolic values, first, we calculated the ratio of big and small grains 
corresponding to the rice season. Thereafter, these ratio values are assigned as symbolic 
values to the variable grain size to make the variable as an interval-valued variable.  

Table 1: Classical data set of rice varieties 

 

Variety Season Production 
(kg/ha) 

Tillers/hill 
(number) 

Duration 
(days) Grain Size 

Ranjit Sali 75 25 155 Big 
Kushal Sali 65 20 150 Big 

Satyaranjan Sali 54 18 135 Small 
Lachit Ahu 42 13 115 Small 
Luit Ahu 36 11 105 Small 

Silarai Ahu 45 15 125 Big 
Bishnuprasad Bodo 66 21 160 Big 
Jyotiprasad Bodo 60 19 170 Big 

Joymoti Bodo 78 26 175 Small 
(Source: Leaflet of Regional Agricultural Research Station, Titabar, Assam Agricultural University, 

Jorhat) 

The following symbolic data table obtained using the season as a concept from Table 1. 
Table 2: Symbolic data set of rice varieties 

 
Season Production (kg/ha) Tillers/hill (number) Duration (days) Grain Size 

Sali [54,75] [18,25] [135,155] (0.67B, 0.33S) 
Ahu [36,45] [11,15] [105,125] (0.33B, 0.67S) 
Bodo [60,78] [19,26] [160,175] (0.67B, 0.33S) 

 
From the above discussion, we understand that classical values can be qualitative or 

quantitative. In contrast, symbolic values can be single-valued, interval-valued, and multi-
valued with or without logical dependency rules. However, we have especially focused on 
interval-valued variables in this study. These days the researchers are more acquainted with 
the classical data and its modeling, so the importance of symbolic data analysis is always 
quarantined. Therefore, this study attempts to bring into notice the symbolic data analysis and 
compare its outcome with classical data analysis. Different statistical tools have been used for 
comparative analysis of symbolic as well as classical data viz. descriptive statistics, 
covariance, and correlation.  

2. Review of Literature 
Statistical data analysis always plays an important role in determining useful and 

effective information on real-life situations. In the words of Tukey (1962), data analysis is the 
“Procedures for analyzing data, techniques for interpreting the results of such procedures, 
ways of planning the gathering data to make its analysis easier, more precise or more 
accurate, and all the machinery and results of (mathematical) statistics which apply to 
analyze data.” In an era of big data, the prominence of symbolic data analysis is 
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indispensable through which one could summarize big data into smaller data set of 
manageable size. Several authors have already added some value to the literature through 
their contribution. 

Symbolic objects are the basic elements for knowledge representation in symbolic data 
analysis (Prediger, 1997). A method of clustering for a set of symbolic data where individuals 
are described by symbolic variables of various types: interval, categorical multi-valued or 
modal variables are presented by Brito (2003). Billard and Diday (2003) summarized large 
datasets into a more manageable size and tried to get maximum knowledge inherent in the 
entire dataset as much as possible. A similar study was performed by Diday and Esposito 
(2003) introducing symbolic objects and constitutes an explanatory output for data analysis. 
Mballo and Diday (2005) studied the reliability of the Kolmogorov-Smirnov criterion to build 
the decision tree on interval-valued variables to extract symbolic objects from the decision 
tree and to induced the data table of symbolic objects for higher study of symbolic data 
analysis. Brito et al. (2006) introduced partitioning clustering methods for objects described 
by interval data. Appice et al. (2006) generalized symbolic data analysis aimed at some 
standard statistical data mining methods, which has developed for classification tasks in the 
case of symbolic objects. Brito (2007a) discussed some issues that arise when trying to apply 
classical data analysis techniques to symbolic data and addressed the vital question of the 
measurement of dispersion and also the result of different possible choices in the design of 
multivariate methods. Diday (2008) observed that databases are now ubiquitous in industrial 
companies and public administrations and they often grow to an enormous size. In symbolic 
data analysis, these categorical and numerical are considered to be the new statistical units. 
The next step is to get these higher-level units and then to describe them by taking care of 
their internal variation. Domingues et al. (2010) introduced a new linear regression method 
for interval-valued data. Fraiture et al. (2011) worked on symbolic data analysis and 
explained how the classical data models to take into account more complete and complex 
information. Primental et al. (2012) used common tools of symbolic data analysis to reduce 
the data without losing much information. They used information about researchers of 
institutions from Brazil through the tools of symbolic data. The main goal was to analyze the 
scientific production of Brazilian institutions. Brito (2007b) worked on modeling and 
analyzing interval data and discussed some issues that arose when applying classical data 
analysis techniques to interval data. She put a special focus on the notions of dispersion, 
association and linear combinations of interval variables and presented some methods that 
have been proposed for analyzing clustering, discriminant analysis, linear regression and 
interval time series analysis. Some Indian statisticians also worked on the field of symbolic 
data analysis. Dinesh et al. (2005) studied symbolic data analysis literature revealed that 
symbolic distance measures are playing a major role in solving pattern recognition and 
analysis problems. Guru et al. (2011) proposed a new model to grade cured tobacco leaves 
using symbolic data. Doreswamy and Narasegouda (2014) proposed an object-oriented data 
model using symbolic data analysis which provides a sensor data repository for storing and 
managing sensor data. 

3.    Data and Methodology 
 

3.1.  Data 

The relevant data for comparative analysis between classical and symbolic data analysis 
is collected from the source https://en.m.wikipedia.org/wiki/Iris_flower_data_set. This data 
set is popularly known as Iris flower data set or Fisher’s Iris data set. It is a multivariate data 
set introduced by British statistician and biologist Fisher (1936) in his paper entitled “The 
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Use of Multiple Measurements in Taxonomic Problems as an Example of Linear 
Discriminant Analysis”. The data set consists of 50 samples from each of the three species of 
Iris viz. Setosa, Virginica, and Versicolor. The four different features were measured from 
each sample and they are the length and width of the sepals and petals of Iris flower in 
centimeters. 

3.2.  Methodology 

Keeping the objective of the study in mind, the formulae of descriptive statistics, 
covariance and correlation are presented in the subsequent sections for symbolic data. As we 
believe that the formulae of the above statistical measures for classical data analysis set up 
are well known to the readers. Also, noticed that we have considered the methodology of 
symbolic data analysis for interval-valued variables only. The single-valued and multi-valued 
variables of symbolic data are not considered in this study for comparison.  

3.2.1. Descriptive statistics for interval–valued variables 

Let us define the interval-valued variable Yj = Z and the ‘Z’ contains the interval of ‘u’ 
number of observation. For ‘u’ number of observation of ‘Z’ interval, the values of Z(u) = [au, 
bu] for u∈E= {1,….., m}. Here au is the minimum value, bu is the maximum value of the 
specified observation and ‘m’ is the total number of observations. Now for a interval-valued 
variable ‘Z’ the symbolic mean and symbolic variances are calculated by 

    (1) 

  (2) 

Symbolic Standard Deviation (SDj) =     (3) 

3.2.2. Bivariate statistics for interval–valued variables 

Let Z1(u) and Z2(u) are two symbolic observations on the space Z(u) = Z1(u)× Z2(u). 
The Z1(u) contains interval symbolic variables [a1u,b1u] at ‘u’ observation and Z2(u) contains 
interval symbolic variables [a2u, b2u] at ‘u’ observation for each u∈E. Here ‘a1u’ is the 
minimum value and ‘b1u’ is the maximum value of Z1u interval symbolic variables. Similarly, 
‘a2u’ is the minimum value and ‘b2u’ is the maximum value of Z2u interval symbolic variables. 
Now the symbolic covariance function between Z1(u) and Z2(u) interval-valued symbolic 
variables is defined as 

           (4) 

Once we have a covariance function, we can easily calculate the symbolic correlation 
between the interval–valued variables Z1 and Z2. It is defined as 

     (5) 
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where  is the symbolic correlation between interval-valued variables Z1 and Z2, 
variance (Sv1) is the symbolic variance of Z1(u) and variance (Sv2) is the symbolic variance of 
Z2(u). 

4.   Results and Discussion 

A classical data set is a group of contents of a single database table where every column 
of the table represents a particular variable and each row corresponds to a given member of 
the data set. On the other hand, the symbolic data set is a combination of symbolic values viz. 
intervals, lists, categories and so on. We have constructed the symbolic data set from the 
classical data set in case of the univariate and bivariate case using the concept of interval-
valued symbolic values. To do that statistical language R is being used with package RSDA 
(cf. Appendix-A) and the corresponding symbolic data is presented in Table 3. 

Table 3: Symbolic data set of Iris flower data 
 

Species 
Sepal Length  

[Z1(u)] 
Sepal Width  

[Z2(u)] 
Petal Length  

[Z3(u)] 
Petal Width  

[Z4(u)] 
[a1u, b1u] [a2u, b2u] [a3u, b3u] [a4u, b4u] 

Setosa [4.3, 5.8] [2.3, 4.4] [1.0, 1.9] [0.1, 0.6] 
Versicolor [4.9, 7.0] [2.0, 3.4] [3.0, 5.1] [1.0, 1.8] 
Virginica [4.9, 7.9] [2.2, 3.8] [4.5, 6.9] [1.4, 2.5] 

 
Table 3 represented the symbolic data set of the classical Iris flower data set, which is having 
interval-valued variables. The variables viz. Sepal length, Sepal width, Petal Length and Petal 
width in the table contain [minimum value, maximum value] corresponding to the number of 
observations or species. In this symbolic data set, the factor species is considered as a concept 
and accordingly we have four symbolic variables are Z1(u), Z2(u), Z3(u) and Z4(u). 

4.1. Univariate statistics of classical and symbolic data for Iris flower data set 
The descriptive statistics for classical data analysis of Iris flower data set are presented 

to compare with the symbolic data analysis. We have used the usual statistical tools to 
calculate the descriptive statistics presented in Table 4. 

Table 4: Descriptive statistics of Iris flower data set for classical data analysis 
 

Descriptive  
Statistics 

Sepal Length 
(Y1) 

Sepal Width  
(Y2) 

Petal Length  
(Y3) 

Petal Width  
(Y4) 

Mean 5.8433 3.0573 3.7580 1.1933 
Variance 0.6856 0.1899 3.1162 0.5810 

Standard deviation 0.8280 0.4358 1.7653 0.7622 
 
Likewise, to calculate the descriptive statistics for symbolic data analysis of Iris flower data 
set, some of the basic and essential computations we have to perform at first. Thereafter, the 
symbolic mean (Sm), symbolic variance (Sv) and symbolic standard deviation (Ssd) are 
calculated using the formula given in equation (1), (2) and (3) respectively. In Table 5, the 

total values for each of the four variables are obtained by and
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. Now if we look at the values of descriptive statistics from both the 

classical and symbolic data analysis table, the values are not differing too much. It means that 
symbolic data analysis gives almost the same mean, variance and standard deviation values 
which we have computed from the classical data analysis for Iris flower data.  

Table 5: Descriptive statistics of Iris flower data set for symbolic data analysis 
 

Sepal Length [Z1(u)] a1u b1u b1u+ a1u [ + (a1u×b1u)+ ] Sm Sv Ssd 

Setosa 4.3 5.8 10.1 77.07 

5.8 0.75 0.86 Versicolor 4.9 7.0 11.9 107.31 
Virginica 4.9 7.9 12.8 125.13 

Total  34.8 309.51 

Sepal Width [Z2(u)] a2u b2u b2u + a2u [  + (a2u×b2u) + ] Sm Sv Ssd 

Setosa 2.3 4.4 6.7 34.77 

3.02 0.32 0.56 Versicolor 2.0 3.4 5.4 22.36 
Virginica 2.2 3.8 6.0 27.64 

Total  18.1 84.77 

Petal Length [Z3(u)] a3u b3u b3u + a3u [ + (a3u×b3u) + ] Sm Sv Ssd 

Setosa 1.0 1.9 2.9 6.51 

3.73 3.37 1.83 Versicolor 3.0 5.1 8.1 50.31 
Virginica 4.5 6.9 11.4 98.91 

Total  22.4 155.73 

Petal Width [Z4(u)] a4u b4u b4u + a4u [  + (a4u×b4u) + ] Sm Sv Ssd 

Setosa 0.1 0.6 0.7 0.43 

1.23 0.49 0.76 Versicolor 1.0 1.8 2.8 6.04 
Virginica 1.4 2.5 3.9 11.71 

Total  7.4 18.18 
 

4.2. Bivariate statistics of classical and symbolic for Iris flower data set 
For comparing the bivariate statistics between classical and symbolic data set of Iris 

flower data, we computed the covariance and correlation between the variables. The results 
are presented in the following tables. 

Table 6: Bivariate statistics of Iris flower data set for classical data analysis 
 

Bivariate Statistics Y1Y2 Y1Y3 Y1Y4 Y2Y3 Y2Y4 Y3Y4 
Covariance -0.0422 1.2658 0.5123 -0.3275 -0.1205 1.2854 
Correlation -0.1176 0.8718 0.8179 -0.4284 -0.3654 0.9627 

 
The symbolic covariance between Sepal Length Z1(u) and Sepal Width Z2(u), Sepal 

Length Z1(u) and Petal Length Z3(u), etc. for interval-valued symbolic variables are obtained 
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by using the equation (4). Likewise, we have calculated all the possible symbolic covariance 
and correlation between the variables and the results can be seen in Table 7. 

In Table 7, column-wise the Z1(u) × Z2(u) represents the symbolic covariance (-0.1025) 
and symbolic correlation (-0.2097) of Sepal Length and Sepal Width, the Z1(u) × Z3(u) 
represents the symbolic covariance (0.98) and symbolic correlation (0.6168) of Sepal Length 
and Petal Length, etc. Now let us compare the results of classical data analysis (cf. Table 6) 
and symbolic data analysis (cf. Table 7) from the computation of bivariate statistics. It is 
observed that though the directions of the values (i.e. positive or negative) are the same in 
covariance and correlation, the symbolic data analysis gives comparatively lesser magnitude 
values than classical data analysis. This is a result of the loss of information from the data in 
every step of processing. In symbolic data analysis for interval-valued variables, we deal with 
the maximum and minimum values of the data set instead of considering all the values like in 
classical real-valued data. Thus, the covariance and correlation results from symbolic data 
analysis have revealed lesser magnitude values in comparison to the classical data analysis 
results. If this is factual then the higher level of statistical analysis like multiple regression, 
clustering, factor analysis, etc. based on symbolic data might mislead the researchers to draw 
an appropriate inference from the data.  

Table 7: Bivariate statistics of Iris flower data set for symbolic data analysis 
 

For both univariate and bivariate statistics, we have computed mean, variance, and 
standard deviation, covariance and correlation. Though the simple linear regression analysis 
is not performed, the information available from univariate and bivariate statistics can easily 
be attained considering Y as the dependent variable and X as an independent variable in terms 
of classical set up like 

     (6) 

Based on the equation (6), the equivalent symbolic linear regression equation between Sepal 
Length (Z1(u)) and Petal Length (Z3(u)) can easily be fitted. Let us consider that Sepal Length 
is dependent on Petal Length and then it is defined as 

    (7) 

where  represents the correlation and Sv1 and Sv3 represents the standard deviation 
of Sepal Length (Z1(u)) and Petal Length (Z3(u)) respectively. 
 
5. Conclusion 

The extension of classical exploratory data analysis to the analysis of interval-valued 
symbolic data raises a few pertinent questions. How to compute dispersion precisely for 
different types of symbolic data (i.e. single-valued and multi-vaued)? How to define linear 
combinations between the symbolic variables? Whether the properties which we have usually 
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Z1(u) × 
Z2(u) 

Z1(u) × 
Z3(u) 

Z1(u) × 
Z4(u) 

Z2(u) × 
Z3(u) 

Z2(u) × 
Z4(u) 

Z3(u) × 
Z4(u) 

Covariance –0.1025 0.9800 0.3725 –0.2981 –0.1197 1.1597 

Correlation –0.2097 0.6168 0.6090 –0.2878 –0.3003 0.8950 
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considered for classical real-valued data in terms of linear models will be valid for symbolic 
data? It is because the way to assess the central tendency and dispersion of symbolic data is 
not comparable with classical real-valued data. There may be some alternatives to attain these 
questions which we need to explore for greater attention of the researchers across the globe. 
However, the choice of an alternative way shall depends on the type of symbolic data to be 
used subsequently. Regarding interval-valued symbolic data, the one important issue is 
application of statistical models. Without statistical modeling, parameter estimation and 
testing of hypothesis are not possible. So the challenge is in front of the researchers who 
wants to explore symbolic data analysis beyond the classical framework of real-valued data. 
In today’s era of big data, where data storage and analytics is a big challenge, the exploration 
of symbolic data analysis in solving the problem of big data may open a new window in front 
of the researchers. Furthermore, the development of appropriate user-friendly statistical 
software to analyze the symbolic data will go a long way in tackling the challenges posed by 
big data.  
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Appendix-A  

Classical Data to Symbolic Data in R using the Package ‘RSDA’ 

library(RSDA) 

S=classic.to.sym(data=iris, concept="Species", variables = c(Sepal.Length, Sepal.Width, 
Petal.Length, Petal.Width)) 

S  # to get the symbolic output 

Appendix-B 

Some Basic Computation of Symbolic Data Analysis for Bivariate Statistics 

Table B1: Procedure to calculate the symbolic covariance (Zi(u)) 
 

Species 

(𝑏!" +
𝑎!") 

× 
(𝑏#" +
𝑎#") 

(𝑏!" +
𝑎!") 

× 
(𝑏$" +
𝑎$") 

(𝑏!" +
𝑎!") 

× 
(𝑏%" +
𝑎%") 

(𝑏#" +
𝑎#") 

× 
(𝑏$" +
𝑎$") 

(𝑏#" +
𝑎#") 

× 
(𝑏%" +
𝑎%") 

(𝑏$" +
𝑎$") 

× 
(𝑏%" +
𝑎%") 

Setosa 67.67 29.29 7.07 19.43 4.69 2.03 
Versicolor 64.26 96.39 33.32 43.74 15.12 22.68 
Verginica 76.80 145.92 49.92 68.40 23.40 44.46 

Total 208.73 271.6 90.31 131.57 43.21 69.17 
 

The symbolic covariance between Sepal Length (Z1(u)) and Sepal Width (Z2(u)) is calculated 
using the equation (4).  

      (B1) 

where, , &  

Now the symbolic correlation (cf. equation (5)) between Sepal Length (Z1(u)) and Sepal 
Width (Z2(u)) is calculated by  

   (B2) 

 

Similarly, we have calculated all the possible covariance and correlations among the 
variables for Iris flower data set using symbolic data analysis and the results are presented in 
Table 7.
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